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INTRODUCTION

Coronavirus (COVID-19) is a disease caused 
by a severe acute respiratory syndrome 
(SARS-CoV-2). This virus was detected in 
December 2019 in Wuhan, Hubei Province, 
China. According to Huang et al. the most 

ABSTRACT

The novel Coronavirus 2019 (COVID-19) has spread rapidly and has become a pandemic 
around the world. So far, about 44 million cases have been registered, causing more than 
one million deaths worldwide. COVID-19 has had a devastating impact on every nation, 
particularly the economic sector. To identify the infected human being and prevent the 
virus from spreading further, easy, and precise screening is required. COVID-19 can be 
potentially detected by using Chest X-ray and computed tomography (CT) images, as these 
images contain essential information of lung infection. This radiology image is usually 
examined by the expert to detect the presence of COVID-19 symptom. In this study, the 
improved stacked sparse autoencoder is used to examine the radiology images. According 
to the result, the proposed deep learning model was able to achieve a classification accuracy 
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common symptoms on the infected patient in Wuhan, China were fever, cough and myalgia 
or fatigue (Huang et al., 2020). COVID-19 has spread worldwide, and it has caused a dead 
around three million peoples around the world. However, the vaccination programme has 
been conducted worldwide to prevent the spread of COVID-19. Four possible methods can 
be used to detect the COVID-19 virus from human such as enzyme-linked immunosorbent 
assay (ELISA), loop-mediated isothermal amplification (LAMP), lateral flow and reverse 
transcription-polymerase chain reaction (RT-PCR). RT-PCR is the common method used in 
COVID-19 detection on the human body. However, this method requires 45 to 90 minutes 
to obtain the result (Bustin & Nolan, 2020) and it has a lack of accuracy on the early-stage 
infected patient (Zu et al., 2020). Due to large volume of samples, the analysis of RT-PCR 
can take several days.

According to Zu et al. (2020), radiologic examination can be used in detecting 
infected patient. Besides, Salehi et al. (2020) did review that there is an abnormal occur 
on infected patient’ chest which can be seen using computer tomography (CT) image. 
The diagnosis using  CT scan on infected patient’s chest outperformed RT-PCR method 
in many cases (Salehi et al., 2020). According to X. Yang et al. (2020), the early disease 
can be detected using CT scan method and the authors have conducted a comprehensive 
review on chest radiography analysis. Also, several studies have shown the capability of 
COVID-19 detection using chest X-ray images (Luo et al., 2019; Purohit et al., 2020; 
Apostolopoulos & Mpesiana, 2020). However, both CT-scan and X-ray images require 
an expert to examine the image. 

Machine learning is a method that has become a popular choice in providing an 
automated diagnosis for any disease. The machine learning can provide a more accurate 
and consistent result. The implementation of the machine learning model can assist the 
radiologist in making a correct decision since there is a lot of patient out there waiting 
for the result. With a massive number of tests, it may cause a high tendency of making 
a wrong examination from the image due to limited diagnosis time. The architecture of 
simple machine learning has recently been explored to create a deeper machine learning 
model architecture that can produce a complete model without requiring any manual 
feature preparation (Ozturk et al., 2020; Saufi et al., 2019). By taking advantage of the 
deep learning model, this study implements the deep learning method in diagnosing the 
non-infected and infected patient of COVID-19 virus using the radiology image such as CT 
scan and X-ray images. The deep learning model has a high capability of producing a result 
with a split second when the model is properly trained. Hence, the effective quantitative 
analysis of these images can be used as a complementary result before getting the result 
from RT-PCR. To date, RT-PCR has a best standard on the examination of COVID-19 as 
it directly analysing the virus at DNA level.
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The stacked sparse autoencoder (SSAE) model has been used in this analysis. SSAE 
model is among the popular model in deep learning. However, the SSAE model comes 
with several challenges such as hyperparameter tuning and computer processing time. 
The hyperparameter should be tuned properly to obtain an accurate diagnosis result. This 
hyperparameter is usually tuned manually which is time-consuming. Hence, this study 
utilised the differential evolution method to optimise the hyperparameter of SSAE model. 
The proposed model is developed to deal with several types of data such as a statistical 
parameter, images, and raw series data. Also, it has the ability in dealing with low sample 
dataset and it did not require any image enhancement on the dataset for image classification 
analysis.

MATERIALS AND METHODS

Stacked Sparse Autoencoder Architecture 

The stacked sparse autoencoder is built by stacking the sparse autoencoder with many 
numbers. As shown in Figure 1, the Sparse autoencoder comprises the encoder, hidden 
layer, and decoder features. The encoder mapped the input data using  
into hidden representation and the following function is used 
to reconstruct the hidden representation. Sparse autoencoder (SAE) imposes a restriction 
on the hidden autoencoder units that cause inactive hidden unit activation (Wang et al., 
2018). The reconstruction error of sparse autoencoder is shown in Equation 1.

      (1)

w h e r e  t h e  K u l l b e r g - L e i b l e r  d i v e r g e n c e  i s  r e p r e s e n t e d  a s 
,  , β is a sparsity penalty term weight,  is 

the sparsity parameter and  is the average activation of the hidden unit. The sparse 
autoencoder cannot identify the useful data as the purpose of the network for obtaining 
useful information. By restricting the weight, w and bias, b using the sparsity term, the 
useful data is obtained at the hidden layer. At the end of the multiple sparse autoencoder 
layer, another layer called Softmax classifier is stacked. This layer is intended to identify 
the useful features of information processed by the sparse autoencoder. In Equation 2, the 
equation of Softmax is defined.

,                        (2)
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where are the model parameters and normalizes the 
distribution to ensure that the sum value is equal to one.

Figure 1. Sparse autoencoder architecture

Proposed Model 

Several modifications were involved in the built model. First to decrease the training time 
of the model, the resilient backpropagation (Rprop) algorithm is implemented. Then using 
the differential evolution (DE) optimization process, the hyperparameters including weight 
regulariser, the number of hidden units, sparsity regulariser and sparsity proportion are 
optimized. DE is among the finest methods of optimization, based on studies examined by 
Wahab et al. (2015). These techniques have been used to detect rotating machinery failure, 
and the result has shown that the efficiency of the deep learning model can be enhanced. 
Throughout the analysis, however some hyperparameters are kept constant, such as the 
number of epochs, the number of sparse autoencoders, and loss function. The epoch 
was set to 500, to form the proposed model, two sparse autoencoders were stacked and 
the msesparse was used as the loss function. For each sparse autoencoder, there are four 
significant hyperparameters and using differential evolution, the hyperparameters value are 
optimized. Furthermore, using a resilient backpropagation algorithm, the training function 
of this network was optimized. Figure 2 shows the entire architecture of the proposed 
model (improved stacked sparse autoencoder). It is important to note that when training 
and testing using the machinery dataset, the proposed model did not require any image 
processing. The proposed method is therefore used in this paper to detect the presence of 
the COVID-19 virus on photographs of chest X-ray and CT scans.
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Differential Evolution Optimisation. Differential evolution (DE) is used in to deal with 
the hyperparameter selection issue discussed in the previous section. DE is a metaheuristic 
optimization that uses genetic algorithm operations. As the population grows, the algorithm 
inevitably changes its search behaviour from discovery to exploitation due to its self-
referential mutation. The primary aim of DE is to use mutation and crossover to produce 
new vectors. For the next generation, the selection process decides the vectors that will 
succeed. For each target vector , a mutant vector is generated via the Equation 3:

,      (3)

where , are random numbers, ,  is a decision 
vector, and is an amplification factor that determines the differential variation 
of .

The parent vector information for the trial vector U is crossover with the mutated 
vector using Equation 4 and 5.

,      (4)

and

Figure 2. The proposed model architecture
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,                (5)

where , is the crossover rate, the random number is , 
and is randomly selected to ensure that gets at least one component 
from .  

For the next generation, selection is the process of choosing a vector between (
and ( ).  A vector with a higher fitness value is chosen via Equation 6.

.                                   (6)

Resilient Backpropagation. The supervised learning algorithm relies heavily on the 
backpropagation algorithm, as the algorithm can assist the model to find the appropriate 
parameter value for the lowest training function, such as weight, w and bias, b. There are 
a lot of algorithms for backpropagation that can be used to adjust the weight and bias so 
that a stable model is achieved by the model. However, the deep learning model has a 
deep architecture that causes the training function to be more complicated compared to 
the shallow learning model and not all the available backpropagation model can tune the 
deep learning model. Since the SAE model is a deep learning family, it is crucial to select 
the best backpropagation algorithm. Therefore, in this study, a backpropagation algorithm 
called the resilient backpropagation algorithm was selected.

Resilient backpropagation was proposed by Riedmiller and Braun (1993). The concept 
of this method is to repeatedly analyze the chain rule to calculate the effect of weight and 
bias with respect to an error function in the machine-leaning model architecture. Compared 
to other methods, this method uses separate weight updates. By considering the sign of 
the error gradient, the algorithm updates the weight of the network and the weight update 
is defined as Equation 7. 

.
           

              (7)

When the element of ∂E/∂wij maintains its sign from one iteration to the next consecutive 
iteration, the factor of helps increase the component .Meanwhile, when the partial 
derivative when the partial derivative ∂E/∂wij changes its sign from one iteration to the 
next consecutive iteration, the factor of  helps to minimize the variable . The 
value is 1.2 while the value is 0.5 are set in this study. The weight will update based 
on Equation 8.
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.                                        (8)

The details of the algorithm can be referred to the owner of this method (Riedmiller 
& Braun, 1993).

Data Collection and Preparation 

The COVID-19 dataset from chest CT-scan and X-ray images were referred from  X. Yang 
et al. (2020) and Ozturk et al. (2020), respectively. The details of the Chest CT and X-ray 
examination on the data collection, imaging parameters and the imaging system have been 
thoroughly discussed by W. Yang et al. (2020) and Ozturk et al. (2020). For the analysis 
of the proposed model, the CT-scan and chest X-ray dataset were obtained from open 
access sources in which the utility of the dataset was evaluated and confirmed by a senior 
radiologist. The open-source dataset can be obtained from He et al. (2020) and  Cohen et 
al. (2020) . The image example has been shown in Figure 3 and 4. In this study, there is 
no image enhancement has been done on the image as the original image is directly used 
to study the performance of the proposed model on the original image. However, there are 
only a simple image pre-processing has been done by resizing the image into 56x56 pixels. 
It is important to note that the size of the image affect the deep learning model processing 
because a large size of an image takes a long training time (Verstraete et al., 2017). Also, 
the data has been normalised to increase the efficiency of the proposed model and prevent 
the network from overfitting (Srivastava et al., 2014). 

Figure 3. CT-Scan of chest images

a) Non-COVID-19 b) COVID-19
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Tables 1 and 2 below show data distribution for CT scan images and X-ray images, 
respectively. The training data will be used to generalise the sparse autoencoder parameters 
(weight and bias) that will be optimised using a back-propagation algorithm. The model 
is validated using the validation data of data to calculate the sparse autoencoder model’s 
accuracy on the selected hyperparameter value. If the model does not achieve acceptable 
accuracy, the hyperparameter will be changed using the differential evolution algorithm. 
The process will continue until the model reaches the 0% training accuracy on the validation 
data. Then, the model will be evaluated using test dataset.

Figure 4. X-ray of chest images

a) No detection b) Pneumonia c) COVID-19

Table 1
Data distribution for CT scan images

Data No finding COVID-19
Train 100 100
Valid 50 50
Test 50 50
Total 200 200

Table 2
Data distribution for X-ray images

Data No finding Pneumonia COVID-19
Train 100 100 60
Valid 50 50 25
Test 50 50 40
Total 200 200 125



Pertanika J. Sci. & Technol. 29 (3): 2045 - 2059 (2021) 2053

Detection of COVID-19 from Chest X-ray and CT Scan Images using SSAE

RESULTS AND DISCUSSION

The performance of the proposed model during the training process has been shown in 
Figures 5 and 6 on chest CT-Scan and X-ray images, respectively. The proposed model 
performed well on both datasets as the performance achieved 0% training error means 
that the model has already generalized the information from the training and validation 
image. Hence, the model is ready to be evaluated using the test dataset. It can be noticed 
that the model required different epochs number to reach the lowest training error. Then, 
the model is tested with test dataset and the result on the CT-scan and X-ray images 
have been tabulated in Tables 3 and 4, respectively. There are five types of the score are 
calculated to quantify the performance of the proposed model such as sensitivity, specificity, 
precision, accuracy, and F1-score. The definition and formula on each score can be referred 
to in (Tharwat, 2018). From Table 3, it can be noticed that the proposed model achieved 
around 81% to 86% for all scores. Hence, it shows that there is no bias toward one class 
on classification performance. The performance of the proposed model is satisfactory as 
several other research reaches more or less the same as the proposed model performance 
(Ying et al., 2020; Zheng et al., 2020).
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Figure 5. Training performance of the proposed model on CT-Scan images
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Figure 6. Training performance of the proposed model on X-ray images

Table 3 
CT-Scan images result on the test dataset

Sensitivity Specificity Precision F1-Score Accuracy
81.13% 85.11% 86.00% 83.50% 83.00%

Table 4 
X-ray images result on the test dataset

No. Conditions Sensitivity Specificity Precision F1-
Score

Overall
Accuracy

1 Normal &
COVID-19

95.6% 92.5% 94.0% 94.95% 94.4%

2 Pneumonia & 
COVID-19

96.08% 97.37% 98.0% 97.03% 96.6%

3 Normal & 
Pneumonia

81.13% 85.11% 86.0% 83.5% 83.0%

4 Normal 74.00% 91.01% 82.22% 77.90% 82.0%
Pneumonia 80.00% 85.39% 75.47% 77.67%
COVID-19 94.87% 96.00% 90.24% 92.50%
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Besides, the proposed model has been tested with X-ray image dataset. The dataset 
has been distributed to four conditions as shown in Table 4. The proposed model achieved 
92% to 95.6% for all scores on the first condition. Meanwhile, the model achieved 96 to 
98% for all score on the second condition which is the highest performance over other 
conditions. From the result, it can be noticed that the proposed model can detect accurately 
the different chest X-ray images between pneumonia and COVID-19 patient. However, the 
performance of the proposed model dropped when tested with third and fourth conditions 
of the dataset. This is due to the incapability of the model to detect accurately the different 
chest X-ray images between normal and pneumonia patient. There is slightly different in 
the calculation of forth condition datasets as each class has its own scores value except the 
overall accuracy. From each score on each class, the performance of the proposed model 
can be observed in each class. From the result of forth condition dataset, the model suffers 
a difficulty to differentiate the normal and pneumonia patient. Throughout the analysis there 
is no major overfitting issue occur on the proposed model as there is no big difference in 
the training and testing performance of the model on both datasets.

The proposed model performance has been compared with the shallow learning model 
such as an artificial neural network (ANN) and support vector machine (SVM). Both 
models are the popular shallow models that are always been used in many applications 
like mechanical engineering, biomedical engineering, and medicine. Hence, both models 
have been trained and test with chest CT-scan and X-ray images. The diagnosis accuracy is 
used to compare the performance of shallow leaning model with proposed model method. 
Bayesian optimisation is used to optimise the hyperparameter of the SVM model. On the 
CT-scan images as shown in Table 5, the ANN and SVM models, the models achieved 
73.3% and 75.5%, respectively. Meanwhile, on the X-ray images as shown in Table 6, the 
ANN model can achieve more than 80% accuracy on datasets 2 (Pneumonia and COVID-19 
dataset). However, the ANN model achieved below 80% for the rest of the datasets. 
Meanwhile, optimised SVM model achieved more than 80% accuracy on datasets 1 (Normal 
& COVID-19) and 2 (Pneumonia & COVID-19). However, the optimised SVM model 
achieved below 80% on datasets 3 (Normal & Pneumonia) and 4 (Normal, Pneumonia & 
COVID-19). In comparison, the proposed model performance on both images’ dataset is 
more accurate compared to the shallow learning model that shows the capability of deep 
learning over shallow learning model on image classification analysis.

The proposed model performance is compared with other similar studies as published 
in public journal that use the convolutional neural network model (Hemdan et al., 2020; 
Purohit et al., 2020; Wang et al., 2020). Convolutional neural network (CNN) is the 
common method used in many applications especially for image classification analysis. The 
comparative study between the proposed model and CNN model is shown in Tables 7 and 
8 for CT scan and X-ray images, respectively. On the X-ray images, the comparative study 
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used normal and COVID-19 conditions. The proposed model performed better compared 
VGG16 and VGG19 as shown in Table 7 and 8. VGG16 is the CNN model that was used 
to win the competition of ImageNet in 2014. While VGG19 is the improve version of CNN 
that has a better performance compared to VGG16 but VGG19. CNN model is known to 
have more hyperparameter that need to be set compared to the proposed model. This is 
one of the factors the CNN model is difficult to handle. Meanwhile, another improvement 
has been conducted by Wang et al. (2020) as the authors tend to use deeper architecture of 
CNN network on CT scan images. With deeper architecture the number of hyperparameter 
will increase that cause the network is difficult to handle. However, the result produced 
by the deeper CNN model is lower compared to the proposed model. According to the 
result, the proposed model performed significantly better since it uses simple architecture, 
as mentioned in the preceding section, instead of complicated signal and image processing 
and deeper learning architecture.

Table 5 
CT-Scan images result on the test dataset

Shallow learning Accuracy
ANN 73.3%

Optimize SVM 75.5%

Table 6 
X-ray images result on the test dataset

Datasets Class distribution ANN Optimize SVM
1 Normal & COVID-19 75.0% 81.4%
2 Pneumonia & COVID-19 83.9% 85.1%
3 Normal & Pneumonia 61.4% 75.5%
4 Normal, Pneumonia & COVID-19 62.6% 73.2%

Table 7 
Comparative analysis with a similar study on X-ray images

Model Sensitivity 
%

Specificity 
%

Precision 
%

F1-Score 
%

Overall
Accuracy 

%
Proposed model 95.6 92.5 94.0 94.95 94.4
Purohit et al. (2020) 
VGG16

81.52 99.25 99.0 89.0 90.4
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CONCLUSION

This paper has presented an improved SSAE to detect and diagnose COVID-19 on chest 
CT scan images and chest X-ray images. The proposed model did not require manual 
feature extraction and it can achieve satisfactory performance on COVID-19 dataset 
without image enhancement method on the image. This analysis proved that the proposed 
model can be used on other applications not only on machinery diagnosis. The selection 
of hyperparameter on deep learning is crucial as it may provide a good diagnosis result. 
Future research may implement the image enhancement on the dataset with a large size of 
the dataset to increase the classification accuracy.
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Model Sensitivity 
%

Specificity 
%

Precision
%

F1-Score
%

Overall
Accuracy %

Hemdan et 
al. (2020) 
VGG19

90.0 - 91.5 90.0 90.0

Table 7 (Continued)

Table 8 
Comparative analysis with a similar study on CT scan images

Model Sensitivity 
%

Specificity 
%

Precision 
%

F1-Score
%

Accuracy 
%

Proposed model 81.13 85.11 86.0 83.5 83.0
Purohit et al. (2020)
VGG16

93.62 63.76 72.0 88.0 78.7

Wang et al. (2020) 
CNN Dens-net 

93.0 - 76.0 83.0 82.0
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